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Abstract—CT and MR are currently the most common
imaging techniques for pancreatic cancer diagnosis. Accu-
rate segmentation of the pancreas in CT and MR images
can provide significant help in the diagnosis and treatment
of pancreatic cancer. Traditional supervised segmentation
methods require a large number of labeled CT and MR train-
ing data, which is usually time-consuming and laborious.
Meanwhile, due to domain shift, traditional segmentation
networks are difficult to be deployed on different imag-
ing modality datasets. Cross-domain segmentation can
utilize labeled source domain data to assist unlabeled
target domains in solving the above problems. In this
paper, a cross-domain pancreas segmentation algorithm
is proposed based on Moment-Consistent Contrastive
Cycle Generative Adversarial Networks (MC-CCycleGAN).
MC-CCycleGAN is a style transfer network, in which the
encoder of its generator is used to extract features from real
images and style transfer images, constrain feature extrac-
tion through a contrastive loss, and fully extract structural
features of input images during style transfer while eliminate
redundant style features. The multi-order central moments
of the pancreas are proposed to describe its anatomy in
high dimensions and a contrastive loss is also proposed
to constrain the moment consistency, so as to maintain
consistency of the pancreatic structure and shape before
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and after style transfer. Multi-teacher knowledge distillation
framework is proposed to transfer the knowledge from
multiple teachers to a single student, so as to improve
the robustness and performance of the student network.
The experimental results have demonstrated the superiority
of our framework over state-of-the-art domain adaptation
methods.

Index Terms—Domain adaptation, moment-consistent,
contrastive learning.

[. INTRODUCTION

ANCREATIC cancer has strong concealment, rapid onset,

and high malignancy. Its five-year survival rate is only
5%-10%, and hence it is called the “king of cancers”. Accord-
ing to the American Cancer Annual Report [1] in 2020, a total
of 57,600 people were diagnosed with pancreatic cancer, and
47,050 people died of pancreatic cancer. Pancreatic cancer has
become one of worldwide cancers, and early detection plays
a crucial role in its treatment.

Computed Tomography (CT) and Magnetic Resonance
(MR) are two common imaging techniques for pancreatic
cancer [2]. The imaging principles of CT and MR result in
large modality differences. CT images typically show uniform
intensity distribution and strong contrast, with clear tissue
boundaries and contours. In contrast, MR images usually have
uneven intensity distribution and relatively indistinct tissue
boundaries and contours. CT and MR have different imaging
expressions for the pancreas, providing doctors with reliable
data support for making accurate diagnosis from different
modalities.

Deep neural networks have achieved great success in pan-
creas segmentation [3], [4], when the training and testing data
are drawn from the same distribution. These works require a
large amount of annotated data. However, acquiring such a
large amount of data is time-consuming and labor-intensive,
especially for medical images that require diagnostic expertise
[5]. It has been pointed out that well-trained models often
fail when tested on data from different modalities, as medical
images acquired from different modalities have very different
characteristics [6], [7], [8], [9]. Severe domain shift between
modalities usually reduces the performance of well-trained
deep neural networks. Although it is easy for human to

1558-254X © 2024 |EEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Soochow University. Downloaded on January 06,2025 at 09:12:30 UTC from IEEE Xplore. Restrictions apply.


https://orcid.org/0009-0006-5992-2458
https://orcid.org/0009-0001-6384-0459
https://orcid.org/0000-0001-9540-4101
https://orcid.org/0000-0002-8878-6655
https://orcid.org/0000-0002-0871-293X
https://orcid.org/0000-0001-7873-9778

CHEN et al.: MC-CCycleGAN FOR CROSS-DOMAIN PANCREATIC IMAGE SEGMENTATION 423

Fig. 1. Pancreas deformation in the image transformation process.
Green lines represent ground truth of original images, yellow and red
lines are manual annotations of the synthesized images generated by
CycleGAN and our method, respectively. The first row shows CT to MR
adaptation, and the second row shows MR to CT adaptation: a) Original
CT image, b) synthesized MR image by CycleGAN, c) synthesized MR
image by our method, d) Original MR image, e) synthesized CT image
by CycleGAN, f) synthesized CT image by our method.

recognize the same anatomy across modalities, the deep neural
networks trained on MR/CT data may fail in segmenting
CT/MR images. Therefore, it is necessary to develop cross-
modality image transformation methods to effectively transfer
the knowledge learned from the source domain to the target
domain without using additional annotations for the target
domain.

Many researches on pattern recognition, image process-
ing, and computer vision [10] are dedicated to transferring
images from one domain to another. These methods require
a set of paired images that are identical in terms of content
and structure but differ in style. However, obtaining paired
images is a challenging task, and sometimes even imprac-
tical to obtain. Recently, inspired by Generative Adversarial
Network (GAN) [11], a large portion of studies [12], [13],
[14] are proposed to achieve unsupervised domain adapta-
tion in medical image analysis by image appearances and
latent feature alignment without a paired data. For example,
Cycle Adversarial Networks(CycleGAN) [12] is widely used
to transform images cross modalities. However, CycleGAN
cannot effectively preserve the structure and shape of the
pancreas. As shown in Fig.1, the images transformed by
CycleGAN exhibit significant differences in the shape and
structure of the pancreas compared to the original images.
Common domain adaptation methods are unable to achieve
good results in our cross-domain pancreas segmentation task
due to the following challenges: (1) Small size of the pancreas.
The volume of the pancreas accounts for less than 1% of the
entire CT and MR scan; (2) Low contrast. The edges of the
pancreas are relatively blurred and the contrast is also low
between the pancreas and its surrounding tissues and organs;
(3) Significant anatomical differences in shape, size, struc-
ture, and position of the pancreas among different patients;
(4) Significant style differences between CT and MR images.

To address above issues, a novel Moment-Consistent Con-
trastive Cycle Adversarial Networks(MC-CCycleGAN) is pre-
sented for unsupervised cross-domain pancreas segmentation.
The proposed framework consists of two main subnetworks:
(1) an image transformation subnetwork; (2) multi-teacher
knowledge distillation subnetwork. The first subnetwork is
used to transform the image from the source/target domain into
the target/source domain. The second subnetwork takes the
synthesized images as input to accomplish the segmentation
tasks. In the first subnetwork, MC-CCycleGAN is proposed
as the style transfer network, which introduces the contrastive
learning within the framework of CycleGAN. The contrastive
learning method is used to fully extract the structural features
of the input image in the generator’s encoder of MC-
CCycleGAN, while eliminate redundant style features. This
greatly improves MC-CCycleGAN’s ability to perform image
style transfer, reduces the style differences between different
domain images, and ensures the consistency of image content.
In order to maintain the consistency of the structure and shape
of the pancreas in both the original and synthesized images,
the multi-order central moments of the pancreas are computed
to provide a high-dimensional description of its anatomy,
and perform contrastive learning on the consistent moments.
In the second subnetwork, a multi-teacher knowledge dis-
tillation framework is proposed for target domain pancreas
segmentation. Multi-teacher models are pre-trained using syn-
thesized images generated by MC-CCycleGAN from different
training epochs. With this framework, the model is compressed
by transferring the knowledge from multiple teachers to a
single student model. Comprehensive experiments have been
performed with one in-house dataset: Multi-Modality Pancreas
Segmentation (MMPS) dataset, and two publicly available
datasets: Abdominal Multi-Organ Benchmark for Versatile
Medical Image Segmentation(AMOS) and Multi-Modality
Whole Heart Segmentation (MMWHS) Challenge 2017. The
experimental results have demonstrated the superiority of our
framework over state-of-the-art domain adaptation methods.
Our main contributions are summarized as,

1. CCycleGAN is proposed to preserve the structural fea-
tures of images and remove excessive style features during
image style transfer.

2. Multi-order central moments are integrated into CCy-
cleGAN to describe its anatomy in high dimension and a
contrastive loss is proposed to ensure the consistency of the
multi-order central moments, so as to maintain consistency of
the structure and shape before and after style transfer.

3. A multi-teacher knowledge distillation framework is
proposed to transfer the knowledge from multiple teachers to
a single student model.

[1. RELATED WORK

Many pancreas segmentation methods [3], [4], [15], [16]
have been proposed for CT and MR images. However, due
to the huge difference between CT and MR images, these
methods often failed in cross-domain (CT to MR or MR
to CT) pancreas segmentation. Domain adaptation, which
aimed to overcome the distribution difference of different
domains, has attracted substantial research efforts, both in
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computer vision [17], [18] and medical imaging [8], [19].
Many deep learning-based studies [14], [20], [21] have been
dedicated to transferring the knowledge learned from the
source domain to the target domain in a supervised or unsuper-
vised way. However, obtaining labeled data was labor-intensive
and time-consuming, unsupervised domain adaptation was
more desirable. The current unsupervised domain adapta-
tion methods could be divided into three classes: feature
alignment based on difference measurement, domain fea-
ture disentanglement-based methods, and pixel-level and
feature alignment based on GAN [11].

The feature alignment method based on difference mea-
surement mitigated domain shift by shrinking the distribution
differences from different domains in the feature space.
Some early researches focused on reducing domain difference
to achieve domain alignment. Maximum Mean Discrepancy
(MMD) [22] was a common domain difference measure-
ment used to assess the similarity between two distributions.
Another common domain difference measurement was the
distance between two distributions to obtain domain-invariant
features for the final segmentation task [23].

Feature disentanglement was employed to solve unsuper-
vised domain adaptation [24], [25], [26]. The goal of learning
disentangled representations was to develop a model that
can represent the distinct factors in the data. Chang et al.
[25] tried to disentangle images into domain-invariant struc-
ture and domain-specific texture representations. Xie et al.
[26] first factorized an image into domain-invariant anatomy
and domain-specific modality components by disentanglement
learning, and then utilized self-training strategy to further
improve the segmentation performance.

Adpversarial learning was also used to mitigate domain shift
from different perspectives, including image-level alignment,
feature-level alignment, and their combinations. The advent
of GAN [11] proposed image alignment methods that trans-
formed source/target images into target/source-like images.
Bi et al. [27] aimed to synthesize positron emission tomog-
raphy images from CT images via multi-channel generative
adversarial networks. Dar et al. [28] utilized conditional GAN
for multi-contrast MR synthesis. The success of CycleGAN
inspired many image alignment methods to further regularize
the image transformation process with additional constrains.
Zhu et al. [12] proposed CycleGAN to perform unpaired
image-to-image transformation with cycle consistency loss to
preserve the structure. Jiang et al. [29] utilized CycleGAN
to synthesize MR images from CT images, and then the
synthesized MR images were combined with a few real MR
data for semi-supervised tumor segmentation. Huo et al. [30]
proposed an end-to-end synthesis and segmentation network
(SSNet) that CycleGAN and a segmentation network were
integrated to segment synthesized images. Though these meth-
ods achieved good results and could generate high-quality
synthesized images, they did not impose semantic constraints,
which could not guarantee the consistency of structure during
the transformation. Tomar et al. [31] imposed the auxiliary
semantics to handle the geometric changes and preserve struc-
tures during image transformation. Meanwhile, other studies
focused on feature alignment to extract domain-invariant

features by adversarial learning. Ganin et al. [32] tried to per-
form adversarial learning in the feature space to differentiate
the features across domains. To project the high-dimensional
feature space to other compact spaces, Tsai et al. [18] extended
adversarial learning to the semantic prediction space. Although
alignments on image or feature level achieved good results in
unsupervised domain adaptation, the combination of these two
techniques achieved a stronger domain adaption performance.
Hoffman et al. [33] enforced cycle-consistency and a task loss.
Zhang et al. [34] explored domain adaptation for semantic seg-
mentation from the viewpoint of both visual appearance-level
and representation-level adaptation. However, their image and
feature alignments were connected in a sequential manner and
trained separately at different stages without any interaction.
To fully explore the simultaneous alignments from the feature
alignment and image alignment, Chen et al. [21] performed
bidirectional unsupervised domain adaptation between cardiac
CT and MR images by conducting synergistic alignment of
domains.

[1l. METHOD

An unsupervised domain adaptation framework is proposed
for pancreas segmentation based on MC-CCycleGAN. The
framework consists of image transformation subnetwork, and
multi-teacher knowledge distillation subnetwork. As shown in
Fig.2, the image transformation subnetwork is designed to
translate images between the source domain and the target
domain, and then the synthesized images are used for the sub-
sequent segmentation subnetwork. The details are introduced
in the following sections.

A. Image Transformation Subnetwork

Different modality data exhibit various visual characteristics
as a result of differences in their distribution. Cross-modality
data alignment can be performed by mutual transfer between
modalities. The object’s spatial and structural information is
maintained in the process of the modality transfer. Therefore,
domain invariant features can be extracted between different
modalities to address the issue of unlabeled target domain
segmentation. Formally, given an annotated source domain
datataset X5 : {x?, y? }5\21 (x7 is the ith annotated source
domain image, y; is the label of x;, N* is the number of
the annotated source domain images) and an unannotated tar-
get domain dataset X7 : {xf}lN:’ , (x! is the ith unannotated
target domain image, N’ is the number of the unannotated
target domain images). The source domain data XS are trans-
ferred to the target domain data X5—7 . The synthesized target
domain images should appear the similar style of the target
domain, while preserve the original contents and structural
semantics without any change of the source domain.

Inspired by CycleGAN [12], a generator G; and a discrim-
inator D, are constructed to transfer images between source
and target domain. The generator is used to transfer the source
images to target-like images, namely x*7' = G,(x*). The
discriminator is trained to correctly distinguish between the
real target image x’ and synthesized target image x*~'. G;
and D, are optimized by the adversarial loss L! (G, D;).

adv
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Image Transformation Subnetwork
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Fig. 2. The framework of our method for unsupervised domain adaptation. The generator Gy and Gs serve the source-to-target and target-to-source
image transformation, while D; and Ds are their corresponding discriminators. The encoder E is used to encode the image for contrastive learning.
Seg-Net is used to produce the segmentation prediction of the synthesized images, and the predictions are used for the calculation of multi-order
central moments. xf—’t to xj—” represent the synthesized images selected from different training epochs to train the Multi-Teacher Knowledge
Distillation network. These synthesized images have similar pancreatic structures but minor stylistic differences. pS~t and p!=*5 are the prediction
maps of synthesized images x5~ and x~5. yS is the label of a source domain image.

To synthesize source-like images, a reverse generator G and
discriminator D are also constructed. The generation of a
synthesized source image is x' 7% = G, (x'). Gy and Dy are
optimized by the adversarial loss LZ 4v(Gs, Ds). In order to
maintain the content of the synthesized image consistent with
the original image throughout the transfer process, a reverse
generator is used on the synthesized images. The recon-
struction of x’7! back to the source domain is x*7!7% =
G(G;(x*)). The target domain reconstruction is similar to
the source domain reconstruction, x’ 7" = G;(G(x")). The
overall reconstruction loss is defined as L.y.(G;, Gy). In addi-
tion, Seg-Net is also constructed to generate the predictions of
synthesized images which will be used to calculate the multi-
order central moments. The trained Seg-Net from different
epochs will be regarded as the pretrained teacher networks.

B. Contrastive Learning for Feature Alignment

CycleGAN has been able to generate fake images by
introducing adversarial learning at the image level. However,
when the domain shift is large, the encoder of the generator
in CycleGAN cannot fully extract the structural and style
features from the original image, which tends to result in the
inconsistency of the structure between the synthesized image
and the original image. To alleviate the problem, the encoder
of the generator is aimed to only extract the structural features
of the image while discard redundant style features, in order
to maintain consistency of the structure and content between
the synthesized image and the original image.

As shown in Fig.2, x* 77 is the target-like image transferred
from x*, and its content and structure should be consistent with
x%. x'7% is the source-like image transferred from x’, and it
has a similar style and appearance with x®, but the content
and structure of x’~* are largely different from those of x*.
The selection of negative samples in our method is revised
for traditional contrastive learning methods [35]. In previous

Fig. 3. The contrastive loss I for feature alignment. The encoder
E in generator G; is used to encode,the query, positive and negative
samples and generate corresponding feature maps. Afterwards, these
feature maps pass through fully connected layers to obtain the desired
latent variables, which are then used to compute the contrastive loss.

methods, only the remaining data in the dataset after selecting
good positive samples were used as negative samples. This
can narrow the gap between positive and negative samples
since there is still similarity between them and it tends to
greatly reduce the effectiveness of contrastive learning. In our
work, x* and x’7' are respectively regarded as query and its
“positive” sample, and x’~* is regarded as “negative” sample.
The encoder E in the generator G, is used as feature extractor.
The query, positive, and negative samples are encoded by E to
obtain feature maps fea®, fea’™! and fea'™*. The feature
maps are fed into the fully connected layer f. to obtain hidden
variables z°, z°7! and z'7°. InfoNCE loss is employed to
reduce the distance between positive sample pairs and increase
the distance between negative sample pairs. As shown in Fig.3,
a contrastive loss can be defined as,

lcl (ZX, Zs%t’ Zt%s) —

log (1 4+exp ((sim (2*,2'7%) —sim (2, 2°7")) /7)), (1)
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where t represents the temperature coefficient, which is used
to scale the distance between the query and other samples.
The sim function is used to calculate the similarity between
vectors, where a larger value indicates greater similarity. For
two NZ-dimensional vectors u € RV and v € RV, their
cosine similarity can be used to measure the similarity between
the two vectors as

NZ
zi:1 (i x v;)
N? Nz
SN @ x J3 w?
The contrastive loss I.; is used to encourage E to capture

domain-invariant features such as structure and content, and
discard style features and other domain-specific features.

cos(9) =

@)

C. Moment Consistency

The pancreas has strong anatomical specificity, with a small
and irregular shape, and fuzzy edges. This makes it difficult
to maintain structural consistency in the process of image
transformation. The image central moments are translational
invariant and can be used to describe shape features. Central
moments are a set of mathematical indicators used to describe
the shape of an object. The multi-order central moments
[36] provide a high-dimensional description of the structure
and shape of an object. Therefore, multi-order moments are
introduced to help the constraint of structure. The multi-order
central moments are defined as,

= M1 —xMo1 = My — yMy,

7y = Mpo — xMo,

73 = Moz — yMoy,

T4 = May — 2¥ My — YMag + 2% Mo1,
s = Mz — 2yMy — XMoa + 25> Mo,
76 = M3y — 3XMag + 25> M9,

m7 = Moz — 3YMo + 25> Moy, 3)

where (X, ¥) denotes the centroid of the image, M;; is the raw
moment of the image I (x, y) as,

M;; = sziyjl(x» »),
x oy

_ My _ My
'x= 5y=

Moo Moo
The corresponding multi-order central moments are different
if shape deformation is produced in the process of pancreas
segmentation. Therefore, central moments and the contrastive
learning are combined to constrain the anatomical consistency
in the image transformation.

As shown in Fig.2, a segmentation subnetwork is built to
segment x*~7 and x’7°, and get the prediction p*~’ and
p'=5. p*~1 should have the same structure as y*, while p’~*
is different, and thus p*~’ and y* are respectively regarded
as query and its “positive” sample, and p'~’ is regarded
as “negative” sample. These positive and negative sample
pairs reflect the shape and structure of the pancreas. When
using a fully connected layer to reduce dimensionality, the
generated latent variables may lose much shape and structural

“4)

Multi-order gl
Central Moments | 72 s f
Ty —a =3
I Tis
e
7
Multi-order gl f+
Central Moments | T2 sot
o —a — L
il 4 Cc2
s
Te
7
Multi-order Zl _
Central Moments T[é at=s %
I1 Ty
s
Te
7

Fig. 4. The moment consistency loss /.

information of the pancreas, which may lead to uselessness
of the contrastive loss. To solve this problem, a multi-order
central moment vector I1 = [my, mp, 73, 4, 75, 76, 7] 1S
respectively used for p’~!, y* and p'~* and the calculated
multi-order central moment vectors are respectively considered
as latent variables a*~', a® and @'~ to abstractly represent
the shape and structure of the pancreas. The higher the
similarity between the latent variables, the more similar the
corresponding predicted results are, and therefore, as shown
in Fig.4, a central moment consistency loss can be defined as,

lc2 (as’ax—n’at—)s)

log (1 +exp ((sim (a®,a’ ™) —sim (a*,a°”")) /7)), (5)

where cosine similarity is also used as the sim function to
calculate the similarity between two vectors. By optimizing the
loss to minimize the distance between positive sample pairs
and maximize the distance between negative sample pairs,
consistency in pancreatic structure and shape are maintained
before and after style transfer.

D. Multi-Teacher Knowledge Distillation

As training epoch of image transformation subnetwork
increases, the synthesized image x*~7 is progressively close
to the target image x’. The multiple styles of x*~! enrich
the diversity of training samples for target domain image seg-
mentation. Therefore, a multi-teacher knowledge distillation
subnetwork is proposed to improve the target domain image
segmentation. The synthesized images from different training
epochs are used to train N, teacher networks, respectively.
In the implementation, N, is set to 4, as shown in Fig.2.
The teacher networks are then used to guide the training
of the student network. The predicted vector produced by
the jth teacher network for an input image x‘j‘i”t is repre-
sented by (z,)}7" € {(z)77", ..., (z)y, "} By introducing
the temperature v, the sigmoid layer converts the predicted
vector (zr)‘}_” into a probability distribution (p,’)‘}_” €
(DT (DY) as,

()57 = sigmoid((z,)}”" [7) (©)

The synthesized images from the N, epochs and correspond-
ing source domain labels will also be used for the training
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of student network. The predicted vector produced by the
student network for an input image x3~' is represented by
(ZM)‘”t € {7 ..., (zu)f\,j’}. The sigmoid layer con-
Verts the logits vector (z,,)y”t to a probability distribution

()i e lpi™" (pu)s‘”} (p)j~" is computed by
51gm01d with the same temperature T as the teacher model,

(p)i~" = sigmoid((z)"/7) )

Two loss functions are defined to train the student network.
The first loss function L consists of binary cross-entropy
loss and Dice loss,

M
Z (pu S—)T
L =——<Zyklog<pu T )
k=1 > (P + O}
)
where (pu)*_’t denotes the kth plxel in (pu)*_’t and y;

denotes the kth pixel in ground truth y* of the source image
x%. M is the number of pixels in y*.

The probabilities produced by the teacher networks are used
as “soft labels” for training the student network. The second
loss function Ly, is defined by the soft labels (p; )S_>t and the
prediction ( pu)s_” produced by the student network

=-— Z (P75 og (PS5, ©)

)Y—)t

where (p,)v_’t denotes the kth pixel in (p}
The total 1oss L;orar 1s defined as,

Liotal = )‘adv adv (Gy, Dy) + )‘adv adv (Gs, Dy)
+ )\cychyc (Gta Gs) + )\cllcl (Z s Z , Zt_)s)
+ Aeale2 (as’ a’”! atﬁs) + AsiLs1 +AsaLsy  (10)

where kadv,)radv,)tcyc,)Lcl,)tcz,)rsl,)txz are the balance

parameters of corresponding losses.

IV. EXPERIMENTS
A. Datasets

Our proposed unsupervised domain adaptation method
is evaluated on three datasets: Multi-Modality Pancreas
Segmentation (MMPS) private dataset, Abdominal Multi-
Organ Benchmark for Versatile Medical Image Segmenta-
tion(AMOS) and Multi-Modality Whole Heart Segmentation
(MMWHS) Challenge 2017.

1) MMPS Dataset: This dataset was collected from Chang-
hai Hospital of Navy Medical University, and included 3D
abdominal CT volume images of 97 pancreatic cancer patients
and 3D abdominal MR volume images of 97 pancreatic cancer
patients. Note that the CT and MR images were from different
patients and they were unpaired. The images in MMPS dataset
was based on transverse sections of both CT and MR images,
with a slice size of 512 x 512 for CT images and two
different sizes (512 x 512 and 320 x 260) for MR images.
To maintain consistency in image size within the dataset, all
images were uniformly downsampled to a size of 256 x 256.

Due to the differences in the acquisition methods of CT
and MR images, as well as individual difference between
patients, the numbers of 2D axial CT images for different
patients ranged from 30 to 100, while the numbers of 2D
axial MR images for different patients ranged from 20 to 50.
The ranges of spacings on the sagittal, coronal, and axial plane
were [0.34,0.84])mm, [0.34,0.84]mm, and [0.25,1.0Jmm for CT
images and [0.63,1.73]mm, [0.63,1.73]mm, [2.0,6.0lmm for
MR images, respectively. All data were accurately manually
annotated under the guidance of professional doctors. The
CT/MR images were respectively divided into three subsets
with independent patients for three-fold cross validation. Each
subset of CT images consisted of 32, 32 and 33 patients,
respectively, while each subset of MR images contained 32,
32 and 33 patients, respectively. The data from the i-th
(i=1,2,3) fold was used as the evaluation set, and the data from
the remaining two folds were used as the training set. There
was no subject overlap among the subsets. Three models were
trained. The evaluation metrics of the three models on their
respective evaluation sets were averaged as the final results.
In addition, data augmentation techniques were applied, such
as random horizontal and vertical flipping and random rotation
within the range of [-10, 10] degrees to both CT and MR
images.

2) AMOS Dataset: AMOS dataset was a public abdom-
inal multi-organ dataset which contained the pancreas.
It provided 500 CT and 100 MR scans collected from
multi-center, multi-vendor, multi-modality, multi-phase, multi-
disease patients. Only the training set and validate set
were available, i.e. labels of only 300 CT and 60 MR
scans were opened. To evaluate the pancreas segmentation
performance of our proposed method, we focused on the
pancreas segmentation. CT images were available in two
sizes: 768 x 768 and 512 x 512, whereas the sizes of MR
images varied between 60 x 320 and 468 x 576. The num-
bers of 2D axial CT images for different patients ranged
from 68 to 353, while the numbers of 2D axial MR images
for different patients ranged from 64 to 512. The ranges
of spacings on the sagittal, coronal, and axial plane were
[0.45,1.07Jmm, [0.45,1.07Jmm, and [1.25,5.0lmm for CT
images and [0.69,1.95]mm, [0.69,3.0]mm, [0.82,3.0]mm for
MR images, respectively. Detailed description about AMOS
dataset can be found in [37]. All images were resized to
256 x 256. Similarly, the CT/MR images in AMOS dataset
were also respectively divided into three subsets with inde-
pendent patients for three-fold cross validation. Each subset
of CT images consisted of 101, 101 and 98 scans, respec-
tively, while each subset of MR images contained 22, 19 and
19 scans, respectively. The data from the i-th (i=1,2,3)
fold was used as the evaluation set, and the data from the
remaining two folds were used as the training set. There was
no subject overlap among the subsets. Three models were
trained. The evaluation metrics of the three models on their
respective evaluation sets were averaged as the final results.
Data augmentation techniques such as random horizontal and
vertical flipping and random rotation within the range of
[—10, 10] degrees were also applied to both CT and MR
images.
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3) MMWHS Dataset: MMWHS dataset consisted of 20 MRI
and 20 CT whole cardiac images with ground truth. Note
that the images across modalities were collected from dif-
ferent patients and they were unpaired. In our experiments,
the ascending aorta (AA), the left atrium blood cavity
(LAC), the left ventricle blood cavity (LVC), and the
myocardium of the left ventricle (MYO) were segmented.
To maintain consistency in image size within the dataset, all
images were also resized to 256 x 256. Each sample image
was normalized to have zero mean and unit variance in terms
of the intensity value. For a fair comparison, the division of
MR/CT images followed the previous works [21], [31], [38],
[39], [40], and we randomly split each modality of the data
into 80% training (16 subjects) and 20% testing (4 subjects)
subsets for all experiments, so there was no subject overlap
among the subsets. One model was trained. The evaluation
metrics of the 4 subjects were averaged as the final results.
Data augmentation techniques such as random horizontal and
vertical flipping and random rotation within the range of
[—10, 10] degrees were also applied to both CT and MR
images.

B. Implementation Details

MC-CCycleGAN consisted of Gy, Gy, Dy and D;. The
generators Gy and G; had the same structure, and they
both consisted of 3 convolutional layers, 3 deconvolutional
layers, and followed by one convolutional layer to get the
generated images. The discriminators Dy and Dy consisted of
5 convolutional layers and performed global average pooling
to produce a single value output between 0 and 1. Teacher
models and the student model were U-Net [41].

All networks were trained using Pytorch deep learn-
ing framework and accelerated by an NVIDIA GeForce
RTX 3090 graphics card with a memory size of 24G. t
was set to 0.07. The balancing parameters )‘Zdv’ )"Zdl)’ Acyes
Aels Ac2s s, Aga were set to 1, 1, 10, 1, 1, 1, 1, respectively.
The whole network was trained separately. In stage 1, for
the image transformation subnetwork, the Adam optimization
algorithm was used with a learning rate (Ir=0.0001), a first
moment estimation exponential decay rate (betal = 0.5),
a second moment estimation exponential decay rate (beta2 =
0.999). There were a total of 60 epochs deployed for its
training and the batch size was set to 1 when using instance
normalization [12]. In stage 2, for the multi-teacher knowledge
distillation networks, the SGD optimization algorithm was
used with a momentum optimizer set to 0.9 and a weight
decay regularization coefficient was set to 0.0001. The learning
rate was set to 0.01. The synthesized images generated in the
45th, 50th, 55th, and 60th training epochs of the image trans-
formation subnetwork training were used to train the student
network. The parameters of Seg-Net from the selected epochs
were used as pretrained weights for the teacher networks. The
total training epochs were 100, and the batch size was set to
4 when using batch normalization.

C. Evaluation Metrics

Dice similarity coefficient (DSC), Jaccard similarity coef-
ficient(Jac), Precision, Recall, average symmetric surface

TABLE |
ABLATION EXPERIMENTS FOR CT->MR AND MT->CT DOMAIN
ADAPTATION FOR MMPS

Pancreas CT—MR(%) \ Pancreas MR—CT(%)

Method

Recall  Precision Jac DSC | Recall  Precision Jac DSC

CycleGAN 73.24 69.15 5377  66.63 | 66.03 71.28 5133 64.11
CCycleGAN 71.81 75.26 60.75  73.09 | 74.04 68.32 5491  67.38
MC-CCycleGAN 79.29 76.84 6345 7492 | 73.87 71.38 56.47 6891

MC-CCycleGAN+KD | 80.61 77.66 64.82  76.52 | 73.02 74.53 57.87  70.04

distance(ASD) and 95% Hausdorff Distance (HDgs) were used
to quantitatively measure the performance of domain adapta-
tion models for the segmentation task. Two-tailed Wilcoxon
test of DSC was performed to compare the difference between
our method and related methods, and p <0.05 was considered
to be statistically significant.

D. Ablation Studies

Ablation studies were performed to evaluate the CCycle-
GAN, multi-order central moment consistency, and multi-
teacher knowledge distillation. Table I presented the ablation
studies for MMPS dataset of our key components. CycleGAN
was regarded as the baseline to better measure the improve-
ments of different components.

1) CCycleGAN: By imposing the constraint of feature con-
trastive learning through CCycleGAN, the positive samples
are consistent with the query samples in structure and shape
but different from styles while the negative samples are not
consistent in structure and shape with the query samples
although they have the similar style. Therefore, the encoder
tends to gradually remove the style at the feature level, capture
domain-invariant features and keep the consistency of structure
and shape in the training of style transfer. As shown in second
row of Table I, for the CT to MR adaptation, CCycleGAN
respectively improved the Recall, Precision, Jac and DSC
scores by 4.57, 6.11, 6.98 and 6.46 over CycleGAN, respec-
tively. The introduction of contrastive learning for feature
alignment enhances the contrast and structural features of the
pancreas through the alignment of the structure and shape in
synthetized target domain images and source domain images
in the feature level. The improved Recall and Precision scores
showed that more pancreatic tissues were segmented and
less non-pancreatic tissues were incorrectly over-segmented.
For the MR to CT adaptation, CCycleGAN improved the
Recall, Jac and DSC scores by 8.01, 3.58 and 3.27 over
CycleGAN, respectively. The highly improved Recall score
showed that synthetized CT images were highly enhanced
and more pancreatic tissues were segmented, although the
Precision score was slightly decreased. Kindly note that the
Jac and DSC scores were both improved, which showed that
feature contrastive learning was beneficial to mitigate domain
shift.

2) Moment Consistency: Multi-order central moments are
used to describe the structure and shape of the pancreas.
A contrastive loss is also deployed to decrease the differ-
ences of multi-order central moments, i.e. to maintain the
consistency of pancreatic structure and shape. The multi-
order central moments are integrated into contrastive learning

Authorized licensed use limited to: Soochow University. Downloaded on January 06,2025 at 09:12:30 UTC from IEEE Xplore. Restrictions apply.



CHEN et al.: MC-CCycleGAN FOR CROSS-DOMAIN PANCREATIC IMAGE SEGMENTATION 429

to align the pancreatic structure and shape in the image
level. Based on CCycleGAN, the performance improvement
of MC-CCycleGAN is also shown in third row of Table I.
For the CT to MR adaptation, MC-CCycleGAN improved
the Recall, Precision, Jac and DSC scores by 1.48, 1.58,
2.70 and 1.83 over CCycleGAN, respectively. These results
demonstrated the strength of moment consistency in the pro-
posed framework. The moment contrastive loss aligned the
structure and shape of the pancreas in the synthetized MR
images to ground truth of the CT images and differentiate
the structure and shape of the pancreas in the synthetized
MR images from the segmented pancreas in the synthetized
CT image. More pancreatic tissues were segmented and less
non-pancreatic tissues was over-segmented. For the MR to CT
adaptation, MC-CCycleGAN improved the Precision, Jac and
DSC scores by 3.06, 1.56 and 1.53 over CCycleGAN, respec-
tively. The improved Precision score showed that synthetized
CT images were highly improved and less non-pancreatic
tissues was over-segmented, although the Recall score was
slightly decreased.

3) Multi-Teacher Knowledge Distillation: The synthetized
images can greatly enrich the training samples for student
network training, since the structure and content of the images
are very similar, and only minor differences exist in style
and texture in the last training epochs, and therefore, the
four teacher networks are built to jointly guide the training
of a single student network, resulting in better segmented
results. In Table I, the performance of our method has been
further improved. For the CT to MR adaptation, knowledge
distillation (KD) improved the Recall, Precision, Jac and DSC
scores by 1.32, 0.82, 1.37 and 1.60 over MC-CCycleGAN,
respectively. The improved Precision and Recall scores showed
that KD could improve under-segmentation and restrain over-
segmentation. For the MR to CT adaptation, KD improved the
Precision, Jac and DSC scores by 3.15, 1.40 and 1.13 over
MC-CCycleGAN, respectively. The improved Precision score
showed that less non-pancreatic tissues was over-segmented,
although the Recall score was slightly decreased. Kindly note
that the Jac and DSC scores were both improved, which
showed that KD was beneficial to improve target domain
image segmentation.

The number of teacher networks was also worth explor-
ing, as it directly affects whether the student network can
receive effective guidance. Another ablation study had been
deployed to research how the number of teacher networks
influences the peformance of student network. As shown in
Table VI, when using 1, 2, 4, and 6 teacher networks, the
performance of student network firstly improved and then
tended to stabilize. Therefore, using four teacher networks was
reasonable.

4) Hyperparameter Tuning: To further investigate the impact
of hyperparameters on network performance, several exper-
iments were conducted with different A.; and A.. When
Ac1 and A were individually set to 0.1, 0.5, 5 and 10, the
results were shown in Table II. It indicated that inappropriate
parameters can degrade network performance, and it was
reasonable to set A.; and A to 1.

TABLE Il
HYPERPARAMETERS Agy AND Mg TUNING

et Acz
CT—MR ‘ CT—MR —>
ASD(mm)  DSC(%) | ASD(mm) DSC(%) | ASD(mm) DSC(%) | ASD(mm) DSC(%)
0.1 33 74.46 5.1 68.18 3.0 74.61 52 67.86
0.5 4.6 73.08 4.8 68.76 2.4 75.36 4.7 69.51
1 14 76.52 23 70.04 14 76.52 23 70.04
5 3.4 75.28 4.8 69.03 3.4 74.68 29 68.45
10 2.4 75.55 53 67.75 2.5 73.90 3.7 69.94

value

E. Comparisons With State-of-the-Art Methods in MMPS
Dataset

To observe the degradation of the segmentation caused by
domain shift, segmentation performance of supervised training
for target domain were respectively tested. “w/o adaptation”
denoted that the model trained in source/target domain were
directly applied to target/source images without using any
domain adaptation.

Table III showed the segmented results of unsupervised
domain adaptation (CT—MR) and (MR—CT) methods for
the MMPS dataset. The supervised model for MR images
obtained 83.44, 82.28, 70.33 and 80.79 in terms of the Recall,
Precision, Jac and DSC scores, respectively. ASD was 1.2. The
model trained on CT images and directly tested on MR images
obtained 23.29, 79.01, 20.94 and 27.41 in terms of the Recall,
Precision, Jac and DSC scores, respectively. ASD increased
to 10.1. The supervised model for CT images obtained 85.11,
83.55, 72.78 and 82.63 in terms of the Recall, Precision, Jac
and DSC scores, respectively. ASD was 1.1. The model trained
on MR images and directly tested on CT images obtained 54.8,
50.86, 35.65 and 46.62 in terms of the Recall, Precision, Jac
and DSC scores, respectively. ASD also increased to 6.5.

The significant performance gap between the “w/o adap-
tation” and the supervised training shows that there exists
the severe domain shift between CT and MR images, which
resulted in corresponding performance degradation of deep
neural network on cross-modality segmentation tasks. Our pro-
posed MC-CCycleGAN outperformed state-of-the-art domain
adaptation methods, and achieved great improvements across
different modalities. For the MR images, the average Recall,
Jac and DSC score improved to 80.61, 64.82 and 76.52 over
the pancreas segmentation, which were very close to the
supervised training. For the CT images, the average Recall,
Jac and DSC score improved to 73.02, 57.87 and 70.04. The
qualitative results validated the effectiveness of our method
on mitigating the severe domain shift. p < 0.001 of the DSC
score shows that the superiority of our method for pancreas
segmentation was statistically significant.

To validate the effectiveness of our method, different state-
of-the-art unsupervised domain adaptation approaches were
compared with the MMPS dataset. These unsupervised domain
adaptation methods included RAM-DSIR [44], PLACE [43],
VAE [42], AdaptPatch [47], AdaptSeg [18], PnP-AdaNet
[45], Advent [46], Synseg [13], CycleGAN [12], CyCADA
[33], SASAN [31], Prior SIFA [38], SIFA [21], DDFseg
[48], UESM [40], DSAN [39], and Segment Anything Model
(SAM) [49]. The visual comparison of these segmented results
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TABLE IlI

PERFORMANCE COMPARISON WITH DIFFERENT UNSUPERVISED DOMAIN ADAPTATION METHODS FOR MMPS

Method _ CT—MR _ MR—CT
Recall Precision HDgs ASD Jac DSC [Recall Precision HDgs ASD Jac  DSC
(%) (%)  (mm) (mm) (%) (%) | (%) (%)  (mm) (mm) (%) (%)t
Supervised training | 83.44  82.28 99 1.2 7033 80.79|85.11 8355 102 1.1 7278 82.63
w/o adaptation |23.29 79.01 26.0 10.1 2094 27.41 5480 50.86 26.5 6.5 35.65 46.62
VAE [42] 7202 46.07 254 79 3933 53.36%|75.53 42.83 258 62 37.95 52.74%
PLACE [43] 6481 5726 251 82 42.64 5424%[62.49 5734 260 53 41.44 54.00%
RAM-DSIR [44] [5442 6155 23.6 6.7 4030 51.98%(61.25 57.71 243 54 4144 5403 7%
AdaptSeg [18] [60.91 7274 192 3.8 4854 60.927[62.28 58.07 24.8 4.1 41.51 54.89F
PnP-AdaNet [45] [65.92 69.59 20.6 3.0 48.93 61.55%[62.30 57.41 192 3.8 4239 55.72%
Advent [46] 65.61 6992 179 3.1 50.06 62.98%[64.43 5597 197 3.8 42.62 56.26%
AdaptPatch [47] [53.38 7475 162 43 43.94 54.84¥]66.63 5624 257 43 4428 57.16%
DDFseg [48] 7311 7334 138 2.1 57.50 70.73%[62.10 5939 179 3.4 4411 58.15%
SynSeg-Net [13] |64.61 8216 11.1 19 53.19 6332%[62.96 7480 149 3.1 5096 62.33F
CyCADA [33] [70.83 7748 145 2.1 56.50 67.77¥68.04 70.17 189 3.0 51.81 63.99%
CycleGAN [12] [73.24 69.15 164 33 53.77 66.63%[66.03 7128 198 3.4 5133 64.11%
Prior SIFA [38] |74.61 70.01 13.0 1.8 56.38 70.32¥[66.56 67.04 164 2.7 50.12 64.19%
UESM [40] 7558 7435 144 1.8 59.93 73.11F[71.69 6375 240 2.6 50.78 64.97%
DSAN [39] 7845 7257 122 1.8 6026 73.45%[69.95 6626 153 25 51.69 65.71%
SASAN [31] 74.64 68.01 259 22 53.62 67.05%[7249 67.18 208 3.0 52.92 66.37%
SIFA [21] 7292  72.68 11.7 2.1 57.07 70.45%[68.95 6890 144 24 5250 66.42F
SAM [49] 76.33  73.51 157 44 59.12 719677352 6848 23.1 63 54.15 67.68%
Ours 80.61 77.66 10.8 1.4 64.82 76.52|73.02 7453 139 2.3 57.87 70.04

1 denotes p < 0.001 of two-tailed Wilcoxon test.
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Testimage ~ Ground truth W/o adaptation CycleGAN ~ RAM-DSIR ~ PLACE AdaptPatch  AdaptSeg  PnP-AdaNet Advent  SynSeg-Net ~ CyCADA SASAN Prior SIFA SIFA DDFseg UESM DSAN

Fig. 5. Visual comparison of segmented results produced by different methods for pancreas MR images (top three rows) and CT images (bottom
three rows). From left to right are the raw test images (1st column), ground truth (2nd column), “w/o Adaptation” lower bound (3nd column), results
of other unsupervised domain adaptation methods (4rd-19th column) and results of our method (last column).

was shown in Fig.5. Our method was capable of accurately
segmenting the pancreas, while other methods tended to pro-
duce incorrect segmentation.

As shown in Table III, for CT to MR, the Recall score and
the Precision score of VAE were respectively 72.02 and 46.07;
and for MR to CT, the Recall score and the Precision score
were respectively 75.53 and 42.83. The high Recall scores
and low Precision scores of CT to MR and MR to CT showed
that VAE produced severe over-segmentation and many non-
pancreatic tissues were incorrectly segmented as the pancreas,
because the VAE-based framework maybe failed to drive
two domains to one parameterized distribution with a sliced
distance. PLACE utilized a randomly source-domain feature-
level augmentation strategy without learning the characteristics
of the target domain, and RAM-DSIR introduced a random

amplitude mixup module by utilizing the Fourier transform
to augment source domain images. These methods did not
synthetize target domain image and use the corresponding
ground truth, and therefore, severe under-segmentation and
over-segmentation were both led because of the large domain
shift. AdaptSeg adopted adversarial learning to make target
predictions closer to the source ones, considering semantic
segmentations as structured outputs that contain spatial simi-
larities between the source and target. PnP-AdaNet computed
Wassertein distance between the multiple-level features of
the source domain and the target domain and also computed
Wassertein distance between the segmentation predictions for
the target and source domains. DDFseg, DSAN, SIFA and
Prior SIFA also thought the anatomical shapes were similar
between the source and target domains, and they also directly
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TABLE IV

PERFORMANCE COMPARISON WITH DIFFERENT UNSUPERVISED DOMAIN ADAPTATION METHODS FOR AMOS

Method _ CT—MR _ MR—CT
Recall Precision HDgs ASD Jac DSC [Recall Precision HDgs ASD Jac DSC
(%) (%)  (mm) (mm) (%) (%) | (%) (%)  (mm) (mm) (%) (%)
Supervised training | 85.96  84.99 83 1.8 71.46 82.08 |80.99 82.11 104 2.0 6842 79.37
w/o adaptation |36.06 77.36 17.6 6.0 30.44 38.11 4743 50.89 28.5 103 31.75 40.97
SASAN [31] 4979  60.10 293 7.8 36.57 50.01%|53.48 44.49 275 9.8 31.10 43.14%
PnP-AdaNet [45] [61.10 6832 19.9 55 44.64 56.797[50.67 5401 268 9.0 30.60 41.46%
RAM-DSIR [44] | 60.13  78.67 16.1 3.8 51.02 6277F] 500 61.78 235 8.0 35.66 45.44%
DDFseg [48] 7113 6159 165 4.5 49.19 62.81%[52.02 51.17 215 75 36.14 48.44%
PLACE [43] 7489 6413 277 6.1 50.75 63.03%[57.65 5325 244 8.1 38.08 48.73F
AdaptPatch [47] | 68.87 7438 159 3.8 54.84 67.10F[63.94 4877 255 7.4 37.89 49.58%
VAE [42] 7697 5673 263 5.8 47.46 61.77%|73.26 4497 237 6.0 37.72 52.22F
AdaptSeg [18] |6545 66.14 18.8 49 4851 60.78%[61.99 5206 225 6.7 3895 50.58%
CyCADA [33] |72.81 6747 173 4.0 5243 65.33%[61.32 5953 21.6 6.3 43.10 55.10%
CycleGAN [12] |73.44 7548 141 33 58.60 70545781 69.67 182 52 45.08 56.66%
Prior SIFA [38] [78.56 70.53 121 3.1 59.15 72.50%[ 6432 5570 184 5.6 4329 56.79%
UESM [40] 75.56  77.77 11.8 27 6137 73.587[62.77 63.09 194 54 4514 56.82F
DSAN [39] 7411 6732 143 3.9 5473 68.10Y)66.66 5622 17.0 52 4497 58.63F
SIFA [21] 7627 7226 120 3.1 59.09 72.12¥[66.98 5956 16.0 4.7 46.20 59.63F
Advent [46] 72.08 6680 18.1 4.4 51.27 63.81%|73.27 5873 184 49 47.69 60.40%
SynSeg-Net [13] [78.98 7540 124 2.7 6191 741676854 6659 161 4.3 49.58 61.717
SAM [49] 79.96  64.69 93 28 5439 68.771|7744 o64.11 95 2.6 5329 67.23F
Ours 81.10  80.69 9.9 2.0 67.26 7894|6799 6846 17.0 4.4 50.68 62.60

T denotes p < 0.001 of two-tailed Wilcoxon test, 7 denotes p < 0.05 of two-tailed Wilcoxon test.

aligned their segmented results of the target and source domain
images though the unpaired images had different ground truth.
In our study, the anatomy of the pancreas varied largely
between unpaired the target and source domain images, the
shapes of the pancreas should not be forced to be the similar,
as shown in Fig.5. Advent introduced the Shannon entropy
loss to directly maximize prediction certainty in the target
domain and used a simple class-prior based on the distribution
of the classes over the source labels and imposed the class
prior constraint on the target image. However, the shape
and histogram of number of pixels per class may be largely
different between the unpaired source domain images and
target domain images. As shown in Fig.5, Advent tended to
incorrectly segment the pancreas with complex shape. UESM
combined the uncertainty-aware self-training scheme with
an adversarial learning block to align the extracted features
of source and target domains. Although they proposed an
uncertainty estimation and segmentation module to obtain
the uncertainty map estimation of the target domain, they
used the pseudo labels of target domain images, and did not
explicitly use the source label to improve the segmentation
of target domain images. SASAN added another attention
branch in PatchGAN to extract orthogonal attention features
which was used to transfer the style, but pseudo labels derived
from the attention module was simply used to train the
segmentation network. CyCADA pretrained source task model
and performed image synthesis with CycleGAN. SynSeg-Net
proposed an end-to-end synthetic segmentation network with
CycleGAN. Although the Precision scores of CT to MR and
MR to CT were high but the Recall scores were relatively low,
which showed that severe under-segmentation was led. Due

to the success of GAN, CycleGAN-based methods allowed
to transform source domain images into target-like domain
images, and target-like domain images with ground truth
of the corresponding source domain images can be used to
train a target domain image segmentation network. However,
CyCADA, SynSeg-Net and CycleGAN did not pay attention
to the shape consistency in the process of image synthesis or
generation. As indicated by qualitative results, the proposed
feature contrastive loss term and the moment consistency
loss ensured preserving organs or tissues shape-invariant, thus
facilitating the translation process across image modalities.

F. Comparison With State-of-the-Art Methods in AMOS
Dataset

The results of unsupervised domain adaption (CT—MR)
and (MR—CT) methods for the AMOS dataset were
shown in Table IV. Similarly, ‘w/o adaption’ only obtained
36.06(Recall), 77.36(Precision), 17.6(HDgs), 6.0(ASD),
30.44(Jac) and 38.11(DSC) in the CT to MR domain adaption
and 47.43(Recall), 50.89(Precision), 28.5(HDgs), 10.3(ASD),
31.75(Jac) and 40.97(DSC) in the MR to CT domain adaption,
showing significant performance degradation compared to
supervised training. Compared to MMPS dataset, all scores
of SASAN dramatically decreased in AMOS dataset because
pseudo labels derived from the attention module probably led
to negative effect due to the complexity of AMOS dataset.
In the MR to CT domain adaption, the Jac and DSC scores of
PnP-AdaNet were only 30.60 and 41.46, respectively. Due to
the limited number of MR images, it was difficult to minimize
Wassertein distance between the multiple-level features of the
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TABLE V
PERFORMANCE COMPARISON WITH DIFFERENT UNSUPERVISED DOMAIN ADAPTATION METHODS FOR MMWHS
CT—MR MR—CT

Method DSC(%) ASD(mm) DSC(%) ASD(mm)
AA LAC LVC MYO Avg|AA LAC LVC MYO Avg|AA LAC LVC MYO Avgl|AA LAC LVC MYO Avg
Supervised training|82.8 80.5 924 78.8 83.6/3.6 39 2.1 19 29927 91.1 919 877 909 |15 35 17 21 22
wlo adaptation | 5.4 302 24.6 2.7 157|154 168 13.0 108 14.0|284 277 40 8.7 172|206 162 N/A 484 N/A
CycleGAN [12] |64.3 307 650 43.0 50.7|58 98 60 50 66738 757 523 28.7 57.6|11.5 13.6 92 88 108
SynSeg-Net [13] |41.3 57.5 63.6 365 49.7|8.6 10.7 54 50 176|716 69.0 51.6 408 582 |11.7 78 7.0 92 89
AdapiSeg [18] |60.8 39.8 715 355 51957 80 46 46 57652 766 544 436 599|179 55 50 89 06
VAE [42] 534 67.7 725 663 650|157 11.2 11.7 8.6 11.8]558 67.8 77.8 533 63.7|12.7 116 83 92 105
PnP-AdaNet [45] |43.7 47.0 77.7 486 543|114 145 45 53 89740 689 619 508 639|128 63 174 147 128
CyCADA [33] |60.5 44.0 77.6 479 57.5| 7.7 139 48 52 79729 770 624 453 64496 80 96 105 94
Prior SIFA [38] |67.0 60.7 75.1 458 62.1| 62 98 44 44 62 |81.1 764 757 587 73.0 (106 74 67 78 8.1
RAM-DSIR [44] |50.0 61.5 71.2 50.6 583|218 121 73 93 12.6/70.1 74.6 82.0 658 73.1|135 102 72 74 96
STFA [21] 653 623 780 473 63473 74 38 44 57313 795 738 616 741|709 62 55 85 70
PLACE [43] |48.0 72.0 752 60.0 638|110 105 12.7 9.0 108|712 76.1 838 67.5 74.6 |13.0 93 50 78 090
SAM [49] 76.7 77.6 80.8 565 729|590 64 54 72 62 |87.4 83.6 85.7 527 71425 44 41 76 47
SASAN [31] |544 734 86.6 63.1 706|188 94 61 39 905|821 763 824 727 784 |41 83 35 3.3 49
DSAN [39] |713 662 762 52.1 665|444 73 55 43 54799 848 828 665 785 |7.7 67 38 56 59
UESM [40]  |695 67.0 754 602 68.0|49 45 32 46 43821 87.0 836 684 803 |42 53 41 45 45
Ours 580 748 843 69.2 71.8|54 41 30 3.5 42752 826 89.6 744 805 |41 49 3.1 48 42

TABLE VI TABLE VII

PERFORMANCE COMPARISON USING DIFFERENT NUMBERS OF
TEACHER NETWORKS ON MMPS

PERFORMANCE OF SAM WITH DIFFERENT PROMPTS FOR MMPS

\ MR \ CT
- cr o | W ST T e o o [ T o o
Recall Precision HDgs ASD Jac DSC [Recall Precision HDg5s ASD Jac DSC ° ° mm) (mm ° ° ° % mm) (mm ° °
(%) (%) (mm) (mm) (%) (%) | (%) (%)  (mm) (mm) (%) (%) PO |79.88 4.58 16558 484 2.63 5.05[6598 3.62 211.19 52.33 3.52 6.7
I |77.58 7782 126 34 6268 7406|8253 6278 240 5.0 54.53 68.16 Pl 190.80 3841 852 19.3 3602 4982|8675 4648 854 187 4157 55.52
P2 |9421 5629 49.1 9.9 53.69 67.01|96.60 4539 774 169 44.26 58.08
2 8049 7480 137 34 6243 7455|7882 6771 226 49 5645 69.07
P3 |72.12 7161 151 45 56.10 68.66|67.74 6671 218 64 5138 6424
4 8061 77.66 108 1.4 64.82 76.5273.02 74.53 139 23 57.87 70.04 Pt 17633 7381 157 44 3912 7196|7352 6848 231 63 3415 67.68
6 |8046 7824 122 3.1 6481 76.12|78.16 6897 183 42 56.50 69.76 - - : - : - : : : - : :

source domain and the target domain. To be similar to MMPS
dataset, the high Recall scores and low Precision scores of
CT to MR and MR to CT of AMOS dataset also showed
that VAE produced severe over-segmentation and many
non-pancreatic tissues were incorrectly segmented. Similarly,
Advent also produced severe over-segmentation, which also
showed that the class prior constraint of the source labels
may not be consistent with the target image due to the wide
variations in shape on the different patients. CyCADA and
CycleGAN still held the moderate performance on AMOS
dataset since they did not maintain the shape consistency
in the process of image synthesis. For SynSeg-Net and our
method, he Recall scores and Precision scores of CT to
MR and MR to CT were both balanced. For CT to MR
domain adaption, our proposed method outperformed all the
state-of-the-art methods in all metrics. The Recall, Precision,
Jac and DSC scores improved to 81.10, 80.69, 67.26 and
78.94, respectively, and the ASD and HDgs decreased to
2.0 and 9.9, respectively. For MR to CT domain adaption, our
method also achieved the best performance in terms of Jac
and DSC scores, which reached 50.68(Jac) and 62.60(DSC).
In the comparison of other metrics, our method was very close
to the top-performing methods. The experiment results on
the AMOS dataset also proved the superiority of our method.
p < 0.05 of the DSC score showed that the superiority
of our method for pancreas segmentation was statistically
significant.

G. Comparison With State-of-the-Art Methods in
MMWHS Dataset

Table V shows the segmented results of unsupervised
domain adaptation (CT—MR) and (MR—CT) methods for
the cardiac dataset, where cross-modality performance degra-
dation was similar to the pancreas dataset. Without domain
adaptation, the model trained on CT images and directly tested
on MR images obtained 15.7 in terms of the average DSC
score, and the average ASD was 14.0. The model trained
on MR images and directly tested on CT images obtained
17.2 in terms of the average DSC score, and the average
ASD was very large(N/A). For CT—MR domain adaptation,
there existed a large performance gap (67.9 in terms of the
average DSC score, 11.1 in terms of ASD) to the supervised
training. For MR— CT domain adaptation, there also existed
a large performance gap (73.7 in terms of the average DSC
score) to the supervised training. Although CycleGAN holded
the moderate performance and SynSeg-Net performed well
on AMOS dataset, all scores of CycleGAN and SynSeg-
Net dramatically decreased in MMWHS dataset due to the
complexity of cardiac structures. PnP-AdaNet also obtained a
low average DSC score of CT to MR, which also showed that
it was probably infeasible to directly aligned the multiple-level
features and segmented results of the target and source domain
images since the unpaired images had different shapes. For
MR to CT, the average DSC score of RAM-DSIR improved
to 73.1 and the average DSC score of PLACE improved
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TABLE VIII
NOISE PERTURBATION EXPERIMENTS FOR CT->MR AND MT->CT DOMAIN ADAPTATION FOR MMPS

Method _ CT—MR _ MR—CT
Recall Precision HDg5 ASD Jac DSC |[Recall Precision HDgs ASD Jac DSC
(%) (%)  (mm) (mm) (%) (%) | (%) (%)  (mm) (mm) (%) (%)
DDFseg |73.11 7334 138 2.1 57.50 70.73|62.10 5939 179 3.4 44.11 58.15
DDFseg(o1)|70.62  69.43 147 4.0 5394 67.71{65.13 5591 184 52 42.80 57.31
DDFseg(o2)| 70.47 6822 15.0 4.5 5349 66.72|62.86 55.17 179 52 41.31 55.82
DDFseg(o3)| 69.81 6690 164 49 5256 65.62]159.07 5429 184 5.6 39.29 53.53
UESM 75.58 7435 144 1.8 5993 73.11|71.69 63.75 240 2.6 50.78 64.97
UESM(o1) [ 8240 69.59 159 3.7 59.25 72.50{73.89 65.15 26.8 59 4945 63.52
UESM(o2) | 82.14 6582 172 4.2 56.55 70.03|77.29 56.56 434 79 4647 61.21
UESM(o3) | 81.07 6541 17.0 4.2 54.16 68.09|70.79 60.10 50.0 8.0 4491 59.12
DSAN 7845 7257 122 1.8 60.26 73.45|69.95 6626 153 2.5 51.69 65.71
DSAN(o1) |78.54 69.18 133 3.6 5840 71.71|71.10 64.41 147 44 51.00 65.14
DSAN(o2) | 79.61 6728 147 3.8 57.71 71.11{70.37 60.76 157 4.6 48.55 62.81
DSAN(o3) | 77.99 60.14 168 4.7 51.96 6599|67.87 5453 18.1 5.5 43.24 57.86
Ours 80.61 77.66 108 14 64.82 76.52(73.02 7453 139 2.3 57.87 70.04
Ours(oq) |78.56 79.53 115 3.0 64.41 7551|76.02 68.66 169 4.5 56.07 68.87
Ours(o2) |76.44 7644 141 34 61.28 7291|7242 71.17 152 39 55.02 67.73
Ours(o3) | 7525 7622 127 3.2 59.79 71.63|69.80 70.61 162 4.5 53.70 66.14

to 74.6, which showed that the randomly source-domain
augmentation strategy might be beneficial to local contrast-
enhanced CT images of cardiac structures, but they obtained
moderate DSC scores due to the relatively low contrast of MR
images. Our method outperformed state-of-the-art approaches.
For CT—->MR domain adaptation, the average DSC score
improved to 71.8 and the average ASD decreased to 4.2 for
the cardiac segmentation. For MR— CT domain adaptation,
the average DSC score improved to 80.5 and the average ASD
also decreased to 4.2 for the cardiac segmentation.

H. Analysis of SAM

As shown in Table III, Table IV and Table V, despite not
being trained on medical images, SAM still achieved compara-
ble performance. On MMPS dataset, our method outperformed
SAM. On AMOS dataset, our method surpassed SAM by
10.14(DSC) in CT—->MR domain adaption but decreased by
4.63(DSC) in MR—CT domain adaption due to extreme
domain imbalance. As for MMWHS dataset, SAM slightly
outperformed our method in CT—MR domain adaption in
terms of DSC, but reached larger ASD than our method
in CT—->MR domain adaption. Our method surpassed SAM
by 3.1(DSC) and reached smaller ASD in MR—CT domain
adaption.

SAM was a semi-automatic segmentation method that
required manual input prompts for image segmentation. ViT-
H was used as the backbone. For the prompts, we deployed
five groups: PO was no input prompt, P1 was one positive
point, P2 was five positive and five negative points, P3
was one box, and P4 was one box and one positive point.
Following [50], the bounding box prompt was simulated from
the expert annotations with a random perturbation of 0-20
pixels. Positive points were selected in the center of the
pancreas, and negative points were randomly selected around
the pancreas. First, it heavily relied on manual input prompts,
and the accuracy of these prompts greatly impacted the final
segmented results. It still required significant human involve-
ment. As shown in Table VII, without providing prompts, the

segmented results of SAM were consistently poor across two
modalities. In contrast, our method could achieve fully auto-
matic pancreatic segmentation, which held greater practical
significance.

Another disadvantage of SAM was its inability to cor-
rectly discern structural relationships. The experiments on
the three datasets show that in most cases, SAM reached
high Recall scores but low Precision scores, i.e., significant
over-segmentation was produced. SAM tended to segment all
possible regions as foreground based on the prompts.

1. Perturbation Experiments With Gaussian Noise

Several noisy perturbation experiments on MMPS dataset
have been performed to evaluate the robustness of our method.
Three comparison methods with good performance were also
tested with noisy perturbation experiments. Table VIII showed
the results of perturbation experiments with three levels
Gaussian noise, i.e. three variances op, 02, 03 of Gaussian
noises were 0.001, 0.005 and 0.01, respectively. Our proposed
method decreased 1.01 and 0.41 in the CT— MR adaption and
1.17 and 1.80 in the MR— CT adaption for DSC and Jac scores
when the o of Gaussian noise was 0.001, whereas DDFseg,
UESM and DSAN decreased by 3.02(DSC) and 3.56(Jac),
0.61(DSC) and 0.68(Jac), 1.74(DSC) and 1.86(Jac) in the
CT—MR adaption, and 0.84(DSC) and 1.31(Jac), 1.45(DSC)
and 1.33(Jac), 0.57(DSC) and 0.69(Jac) in the MR—CT
adaptation, respectively. At lower values of o, all methods
only showed minor performance degradation. However, as o
increased, the performance loss of each method gradually
became larger. This indicated that higher intensities of noise
could deteriorate image quality and significantly impact model
performance. For CT—MR adaption, all the methods showed
similar levels of degradation. However, for MR— CT adaption,
our method showed better stability compared to other methods.
When o came to 0.01, DDFseg, UESM and DSAN led to
decrease by 4.62(DSC), 5.85(DSC), and 7.85(DSC), while our
method only decreased by 3.90(DSC).
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V. DISCUSSION AND CONCLUSION

In this paper, MC-CCycleGAN is proposed for cross-
domain pancreas segmentation. The structure and shape of
the pancreas are well preserved through our method, which
significantly improves the segmentation performance. The
results presented in the previous sections have demonstrated
the effectiveness and superiority of our method.

Kindly note that the proposed framework for cross-domain
pancreas segmentation is a kind of unsupervised domain
adaptation, in which the source domain images are provided
with segmentation labels but the target domain images are
not provided with segmentation labels in the training stage.
Although the scenario is called unsupervised domain adapta-
tion, it is indeed a kind of semi-supervised learning, which
needs the labels of source domain images for cross-domain
adaptation.

Unsupervised domain adaptation aims to utilize labeled
source domain images to adapt to the target domain without
using additional annotations from the target domain. Cycle-
GAN is often employed for unsupervised domain adaptation
as it allows for transferring the style of unlabeled target domain
images to labeled source domain images. The synthesized
target domain images, along with the corresponding labels of
the labeled source domain images, can be used to train the
segmentation network, which can then be employed to seg-
ment the target domain images. Compared to a segmentation
network trained solely with labeled source domain images,
a segmentation network trained with synthesized target domain
images can significantly improve the performance of tar-
get domain image segmentation. However, CycleGAN-based
unsupervised domain adaptation methods tend to globally
transfer the style of unlabeled target domain images to labeled
source domain images, without focusing on the structural
features of the input image and the shape of the object.

Our CCycleGAN aligns the structural features of the syn-
thesized images with the original images at the feature level.
A contrastive loss has been designed to explicitly ensure the
full extraction of structural features from source images while
remove redundant style features in the process of style transfer.
On the one hand, the positive samples are consistent with the
query samples in structure and shape but different in styles.
The encoder E in the generator G; is applied to the positive
samples x> (synthesized target domain images), so as to
extract the features of the structure and content, to capture
domain-invariant features and to remove the style features.
The negative samples are not consistent in structure and shape
with the query samples although they have a similar style.
On the other hand, contrastive learning can bring the query
sample and the positive sample closer to each other but pull
apart negative samples. By imposing the constraint of feature
contrastive learning, the encoder E tends to gradually remove
the style at the feature level, capture domain-invariant features
and keep the consistency of structure and shape in the training
of style transfer.

In addition, to maintain the consistency of the structure
and shape of the pancreas in both the original and synthe-
sized images, shape-level alignment is also integrated into
our method. Multi-order central moments are introduced and

integrated into the contrastive loss to maintain consistency
in the structure of the pancreas before and after style trans-
fer. Multi-order central moments can abstractly describe the
structure of the predicted pancreas and provide a high-
dimensional description of its anatomy. When the structure
of the segmented pancreas changes, its multi-order central
moments change. This characteristic can be used to maintain
the consistency of pancreatic shape before and after image
transformation. Although multi-order central moments are
used in our contrastive learning to evaluate moment consis-
tency, they can be used to image registration and other image
segmentation tasks.

With regard to multi-teacher knowledge distillation, four
teacher networks are built to jointly guide the training of a
single student network for better segmented results. Synthe-
sized images are selected from four latter epochs of the image
transformation subnetwork training to feed into the teacher and
student networks. The segmentation network in the SynSeg-
Net is trained together with the image transformation network
and fed with all synthesized images from all epochs, which
may result in the potential collapse of the entire segmentation
network. Our selected images are very similar in structure
while have subtle differences in style of the target domain
images; and therefore, this can be served as data augmentation
which can provide more images with different styles and
improve the student network.

Overall, comprehensive experiments illustrate the superior
performance of our proposed method in the cross-domain
pancreas segmentation. Compared to state-of-the-art methods,
our approach tends to preserve the structure of the pancreas.
CT imaging can provide non-enhanced, venous phase and
arterial phase images and MR imaging can also provide T1 and
T2 images; and therefore, we will try more imaging modalities
and collect larger number of multi-modality images to show
the potential multi-domain adaptation of our proposed method.

REFERENCES

[1] R. L. Siegel, K. D. Miller, and A. Jemal, “Cancer statistics, 2020,” CA:
Cancer J. Clinicians, vol. 70, no. 1, pp. 7-30, 2020.

[2] S. V. Shrikhande, S. G. Barreto, M. Goel, and S. Arya, “Multimodality
imaging of pancreatic ductal adenocarcinoma: A review of the litera-
ture,” HPB, vol. 14, no. 10, pp. 658-668, Oct. 2012.

[3] Z. Zhu, Y. Xia, W. Shen, E. Fishman, and A. Yuille, “A 3D coarse-to-
fine framework for volumetric medical image segmentation,” in Proc.
Int. Conf. 3D Vis. (3DV), Sep. 2018, pp. 682-690.

[4] Z. Zhou et al., “A dual branch and fine-grained enhancement network
for pancreatic tumor segmentation in contrast enhanced CT images,”
Biomed. Signal Process. Control, vol. 82, Apr. 2023, Art. no. 104516.

[5] G. Litjens et al., “A survey on deep learning in medical image analysis,”
Med. Image Anal., vol. 42, pp. 60-88, Dec. 2017.

[6] M. Ghafoorian et al., “Transfer learning for domain adaptation in MRI:
Application in brain lesion segmentation,” in Proc. 20th Int. Conf. Med.
Image Comput. Comput. Assist. Intervent. (MICCAI), Quebec City, QC,
Canada. Cham, Switzerland: Springer, 2017, pp. 516-524.

[7]1 E. Gibson et al., “Inter-site variability in prostate segmentation accuracy
using deep learning,” in Proc. 21st Int. Conf. Med. Image Comput. Com-
put. Assist. Intervent. (MICCAI), Granada, Spain. Cham, Switzerland:
Springer, 2018, pp. 506-514.

[8] K. Kamnitsas et al., “Unsupervised domain adaptation in brain lesion
segmentation with adversarial networks,” in Proc. 25th Int. Conf. Inf.
Process. Med. Imag. (IPMI), Boone, NC, USA. Cham, Switzerland:
Springer, 2017, pp. 597-609.

[9]1 Q. Dou, C. Ouyang, C. Chen, H. Chen, and P.-A. Heng, “Unsupervised
cross-modality domain adaptation of ConvNets for biomedical image
segmentations with adversarial loss,” 2018, arXiv:1804.10916.

Authorized licensed use limited to: Soochow University. Downloaded on January 06,2025 at 09:12:30 UTC from IEEE Xplore. Restrictions apply.



CHEN et al.: MC-CCycleGAN FOR CROSS-DOMAIN PANCREATIC IMAGE SEGMENTATION

435

[10]

(11]
[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

P. Isola, J.-Y. Zhu, T. Zhou, and A. A. Efros, “Image-to-image translation
with conditional adversarial networks,” in Proc. IEEE Conf. Comput. Vis.
Pattern Recognit., Jul. 2017, pp. 1125-1134.

1. Goodfellow et al., “Generative adversarial networks,” Commun. ACM,
vol. 63, no. 11, pp. 139-144, 2020.

J.-Y. Zhu, T. Park, P. Isola, and A. A. Efros, “Unpaired image-to-image
translation using cycle-consistent adversarial networks,” in Proc. IEEE
Int. Conf. Comput. Vis., Oct. 2017, pp. 2223-2232.

Y. Huo et al., “SynSeg-net: Synthetic segmentation without target
modality ground truth,” IEEE Trans. Med. Imag., vol. 38, no. 4,
pp. 1016-1025, Apr. 2019.

Q. Dou et al., “PnP-AdaNet: Plug-and-play adversarial domain adap-
tation network at unpaired cross-modality cardiac segmentation,” IEEE
Access, vol. 7, pp. 99065-99076, 2019.

Q. Yu, L. Xie, Y. Wang, Y. Zhou, E. K. Fishman, and A. L. Yuille,
“Recurrent saliency transformation network: Incorporating multi-stage
visual cues for small organ segmentation,” in Proc. IEEE/CVF Conf.
Comput. Vis. Pattern Recognit. (CVPR), Jun. 2018, pp. 8280-8289.

W. Xu et al., “Semi-supervised interactive fusion network for MR image
segmentation,” Med. Phys., vol. 50, no. 3, pp. 1586-1600, Mar. 2023.

A. Mathur, A. Isopoussu, F. Kawsar, N. B. Berthouze, and N. D. Lane,
“FlexAdapt: Flexible cycle-consistent adversarial domain adaptation,”
in Proc. 18th IEEE Int. Conf. Mach. Learn. Appl. (ICMLA), Dec. 2019,
pp. 896-901.

Y. Tsai, W. Hung, S. Schulter, K. Sohn, M. Yang, and M. Chandraker,
“Learning to adapt structured output space for semantic segmentation,”
in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., Jun. 2018,
pp. 7472-7481.

V. Cheplygina, M. de Bruijne, and J. P. W. Pluim, “Not-so-supervised:
A survey of semi-supervised, multi-instance, and transfer learning in
medical image analysis,” Med. Image Anal., vol. 54, pp. 280-296,

May 2019.
A. van Opbroek, M. A. Ikram, M. W. Vernooij, and
M. de Bruijne, “Transfer learning improves supervised image

segmentation across imaging protocols,” IEEE Trans. Med. Imag.,
vol. 34, no. 5, pp. 1018-1030, May 2015.

C. Chen, Q. Dou, H. Chen, J. Qin, and P. A. Heng, “Unsupervised
bidirectional cross-modality adaptation via deeply synergistic image and
feature alignment for medical image segmentation,” IEEE Trans. Med.
Imag., vol. 39, no. 7, pp. 2494-2505, Jul. 2020.

E. Tzeng, J. Hoffman, K. Saenko, and T. Darrell, “Adversarial discrim-
inative domain adaptation,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit. (CVPR), Jul. 2017, pp. 7167-7176.

F. Wu and X. Zhuang, “CF distance: A new domain discrepancy
metric and application to explicit domain adaptation for cross-modality
cardiac image segmentation,” IEEE Trans. Med. Imag., vol. 39, no. 12,
pp. 42744285, Dec. 2020.

X. Chen, Y. Duan, R. Houthooft, J. Schulman, I. Sutskever, and
P. Abbeel, “InfoGAN: Interpretable representation learning by informa-
tion maximizing generative adversarial nets,” in Proc. Adv. Neural Inf.
Process. Syst., vol. 29, 2016, pp. 1-9.

W.-L. Chang, H.-P. Wang, W.-H. Peng, and W.-C. Chiu, “All about
structure: Adapting structural information across domains for boosting
semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit. (CVPR), Jun. 2019, pp. 1900-1909.

Q. Xie et al., “Unsupervised domain adaptation for medical image seg-
mentation by disentanglement learning and self-training,” IEEE Trans.
Med. Imag., vol. 43, no. 1, pp. 4-14, Jan. 2024.

L. Bi, J. Kim, A. Kumar, D. Feng, and M. Fulham, “Synthesis of
positron emission tomography (PET) images via multi-channel genera-
tive adversarial networks (GANS),” in Proc. Mol. Imag., Reconstruction
Anal. Moving Body Organs, Stroke Imag. Treatment: 5th Int. Workshop,
CMMI, 2nd Int. Workshop, RAMBO, 1st Int. Workshop, SWITCH, Held
Conjunct (MICCAI), Quebec City, QC, Canada. Cham, Switzerland:
Springer, 2017, pp. 43-51.

S. Dar, M. Yurt, L. Karacan, A. Erdem, E. Erdem, and T. Cukur, “Image
synthesis in multi-contrast MRI with conditional generative adversarial
networks,” IEEE Trans. Med. Imag., vol. 38, no. 10, pp. 2375-2388,
Oct. 2019.

[29]

[30]

[31]

(32]

(33]

[34]

(35]

(36]

[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]
[50]

J. Jiang et al., “Tumor-aware, adversarial domain adaptation from CT to
MRI for lung cancer segmentation,” in Proc. 21st Int. Conf. Med. Image
Comput. Comput. Assist. Intervent. (MICCAI), Granada, Spain. Cham,
Switzerland: Springer, 2018, pp. 777-785.

Y. Huo, Z. Xu, S. Bao, A. Assad, R. G. Abramson, and B. A. Landman,
“Adversarial synthesis learning enables segmentation without target
modality ground truth,” in Proc. IEEE 15th Int. Symp. Biomed. Imag.
(ISBI), Apr. 2018, pp. 1217-1220.

D. Tomar, M. Lortkipanidze, G. Vray, B. Bozorgtabar, and J.-P. Thiran,
“Self-attentive spatial adaptive normalization for cross-modality domain
adaptation,” IEEE Trans. Med. Imag., vol. 40, no. 10, pp. 2926-2938,
Oct. 2021.

Y. Ganin et al., “Domain-adversarial
works,” J. Mach. Learn. Res., vol. 17, no.
2016.

J. Hoffman et al., “CyCADA: Cycle-consistent adversarial domain
adaptation,” in Proc. Int. Conf. Mach. Learn., 2018, pp. 1989-1998.

Y. Zhang, Z. Qiu, T. Yao, D. Liu, and T. Mei, “Fully convolutional
adaptation networks for semantic segmentation,” in Proc. IEEE/CVF
Conf. Comput. Vis. Pattern Recognit., Jun. 2018, pp. 6810-6818.

T. Chen, S. Kornblith, M. Norouzi, and G. E. Hinton, “A simple
framework for contrastive learning of visual representations,” in Proc.
37th Int. Conf. Mach. Learn., 2020, pp. 1597-1607.

M.-K. Hu, “Visual pattern recognition by moment invariants,” IRE Trans.
Inf. Theory, vol. 8, no. 2, pp. 179-187, Feb. 1962.

Y. Ji et al.,, “AMOS: A large-scale abdominal multi-organ benchmark
for versatile medical image segmentation,” in Proc. Adv. Neural Inf.
Process. Syst., vol. 35, 2022, pp. 36722-36732.

C. Chen, Q. Dou, H. Chen, J. Qin, and P--A. Heng, “Synergistic image
and feature adaptation: Towards cross-modality domain adaptation for
medical image segmentation,” in Proc. AAAI Conf. Artif. Intell., 2019,
vol. 33, no. 1, pp. 865-872.

X. Han et al., “Deep symmetric adaptation network for cross-modality
medical image segmentation,” IEEE Trans. Med. Imag., vol. 41, no. 1,
pp. 121-132, Jan. 2022.

C. Bian et al.,, “Uncertainty-aware domain alignment for anatomi-
cal structure segmentation,” Med. Image Anal., vol. 64, Aug. 2020,
Art. no. 101732.

O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks
for biomedical image segmentation,” in Proc. 18th Int. Conf. Med.
Image Comput. Comput.-Assist. Intervent. (MICCAI). Munich, Germany:
Springer, 2015, pp. 234-241.

F. Wu and X. Zhuang, “Unsupervised domain adaptation with variational
approximation for cardiac segmentation,” [EEE Trans. Med. Imag.,
vol. 40, no. 12, pp. 3555-3567, Dec. 2021.

J. Guo, L. Qi, Y. Shi, and Y. Gao, “PLACE dropout: A progressive
layer-wise and channel-wise dropout for domain generalization,” 2021,
arXiv:2112.03676.

Z. Zhou, L. Qi, and Y. Shi, “Generalizable medical image segmentation
via random amplitude mixup and domain-specific image restoration,”
in Proc. Eur. Conf. Comput. Vis. Cham, Switzerland: Springer, 2022,
pp. 420-436.

Q. Dou et al., “PnP-AdaNet: Plug-and-play adversarial domain adapta-
tion network with a benchmark at cross-modality cardiac segmentation,”
2018, arXiv:1812.07907.

T.-H. Vu, H. Jain, M. Bucher, M. Cord, and P. Pérez, “Advent:
Adversarial entropy minimization for domain adaptation in semantic
segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
Jun. 2019, pp. 2517-2526.

Y.-H. Tsai, K. Sohn, S. Schulter, and M. Chandraker, “Domain
adaptation for structured output via discriminative patch representa-
tions,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2019,
pp. 1456-1465.

C. Pei, F. Wu, L. Huang, and X. Zhuang, “Disentangle domain features
for cross-modality cardiac image segmentation,” Med. Image Anal.,
vol. 71, Jul. 2021, Art. no. 102078.

A. Kirillov et al., “Segment anything,” 2023, arXiv:2304.02643.

J. Ma, Y. He, F. Li, L. Han, C. You, and B. Wang, “Segment anything
in medical images,” Nature Commun., vol. 15, p. 654, Jan. 2024.

training of neural net-
1, pp. 2030-2096,

Authorized licensed use limited to: Soochow University. Downloaded on January 06,2025 at 09:12:30 UTC from IEEE Xplore. Restrictions apply.



